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Statistics: 669 submissions, 198 accepted, first after 00:11
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Statistics: 842 submissions, 155 accepted, first after 00:25
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Statistics: 328 submissions, 91 accepted, first after 00:24
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Statistics: 359 submissions, 38 accepted, first after 00:22
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Statistics: 144 submissions, 41 accepted, first after 00:34

## K — King's Colors

## Problem

Given tree $T$ on $n$ vertices, how many $k$-colorings does it have that use all $k$ colors?

## K — King's Colors

## Problem

Given tree $T$ on $n$ vertices, how many $k$-colorings does it have that use all $k$ colors?

## Solution 1 [Dynamic Programming]

(1) For any leaf $v$, two possibilities:

## K — King's Colors

## Problem

Given tree $T$ on $n$ vertices, how many $k$-colorings does it have that use all $k$ colors?

## Solution 1 [Dynamic Programming]

(1) For any leaf $v$, two possibilities:
(1) it is the only node with its color: $k \cdot f(T \backslash v, k-1)$ such colorings

## K — King's Colors

## Problem

Given tree $T$ on $n$ vertices, how many $k$-colorings does it have that use all $k$ colors?

## Solution 1 [Dynamic Programming]

(1) For any leaf $v$, two possibilities:
(1) it is the only node with its color:
$k \cdot f(T \backslash v, k-1)$ such colorings
(2) some other node has same color:
$(k-1) \cdot f(T \backslash v, k)$ such colorings
(can pick any color except the color of parent node)

## K — King's Colors

## Problem

Given tree $T$ on $n$ vertices, how many $k$-colorings does it have that use all $k$ colors?

## Solution 1 [Dynamic Programming]

(1) For any leaf $v$, two possibilities:
(1) it is the only node with its color:
$k \cdot f(T \backslash v, k-1)$ such colorings
(2) some other node has same color:
$(k-1) \cdot f(T \backslash v, k)$ such colorings
(can pick any color except the color of parent node)
(2) We see that answer only depends on $n$ and $k$, not on structure of $T$ and get recurrence

$$
f(n, k)=k \cdot f(n-1, k-1)+(k-1) \cdot f(n-1, k)
$$

## K — King's Colors

## Problem

Given tree $T$ on $n$ vertices, how many $k$-colorings does it have that use all $k$ colors?

## Solution 1 [Dynamic Programming]

(1) For any leaf $v$, two possibilities:
(1) it is the only node with its color:
$k \cdot f(T \backslash v, k-1)$ such colorings
(2) some other node has same color:
$(k-1) \cdot f(T \backslash v, k)$ such colorings
(can pick any color except the color of parent node)
(2) We see that answer only depends on $n$ and $k$, not on structure of $T$ and get recurrence

$$
f(n, k)=k \cdot f(n-1, k-1)+(k-1) \cdot f(n-1, k)
$$

(3) Compute in your favorite way in $O(n k)$ time

## K — King's Colors

## Problem

Given tree $T$ on $n$ vertices, how many $k$-colorings does it have that use all $k$ colors?

## Solution 2 [Inclusion-Exclusion]

(1) Number of $c$-colorings (not necessarily using all $c$ colors) is $c(c-1)^{n-1}$ : root can have any color and as we go down the tree each node has $c-1$ choices

## K — King's Colors

## Problem

Given tree $T$ on $n$ vertices, how many $k$-colorings does it have that use all $k$ colors?

## Solution 2 [Inclusion-Exclusion]

(1) Number of $c$-colorings (not necessarily using all $c$ colors) is $c(c-1)^{n-1}$ : root can have any color and as we go down the tree each node has $c-1$ choices
(2) By principle of inclusion-exclusion, answer is

$$
f(n, k)=\sum_{c=1}^{k}(-1)^{k-c}\binom{k}{c} c(c-1)^{n-1}
$$

## K — King's Colors

## Problem

Given tree $T$ on $n$ vertices, how many $k$-colorings does it have that use all $k$ colors?

## Solution 2 [Inclusion-Exclusion]

(1) Number of $c$-colorings (not necessarily using all $c$ colors) is $c(c-1)^{n-1}$ : root can have any color and as we go down the tree each node has $c-1$ choices
(2) By principle of inclusion-exclusion, answer is

$$
f(n, k)=\sum_{c=1}^{k}(-1)^{k-c}\binom{k}{c} c(c-1)^{n-1}
$$

(3) Can compute in $O(k \log n)$ time

## K — King's Colors

## Problem

Given tree $T$ on $n$ vertices, how many $k$-colorings does it have that use all $k$ colors?

## Solution 2 [Inclusion-Exclusion]

(1) Number of $c$-colorings (not necessarily using all $c$ colors) is $c(c-1)^{n-1}$ : root can have any color and as we go down the tree each node has $c-1$ choices
(2) By principle of inclusion-exclusion, answer is

$$
f(n, k)=\sum_{c=1}^{k}(-1)^{k-c}\binom{k}{c} c(c-1)^{n-1}
$$

(3) Can compute in $O(k \log n)$ time

Statistics: 123 submissions, 33 accepted, first after 00:30
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(1) Find shortest distances between all pairs of nodes in the graph (using Dijkstra's algorithm for each vertex)
(2) Binary search for answer $D$
(3) To check if delay $D$ possible, let $L_{D}(i)$ be latest possible start time for delivering orders $i, i+1, \ldots, k$ with max delay $D$
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Statistics: 40 submissions, 10 accepted, first after 01:25
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Statistics: 55 submissions, 1 accepted, first after 04:29
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## G - Game Scheduling

## Problem

Given $m$ teams with $n$ players per team, construct a round based schedule so all players play against all players from all other teams, such that each player has at most one bye (free round).

## Solution 2 [General solution]

(1) Construct graph with $m \cdot n$ nodes representing all players, with edges between players from different teams.
(2) A schedule using $d=n(m-1)+1$ days is an edge coloring of the graph with $d$ colors.
(3) Vizing's Theorem: every graph has an edge coloring using $\Delta+1$ colors where $\Delta$ is max degree. Exactly what we need.
(9) Use efficient algorithm for finding a $(\Delta+1)$-edge coloring (Misra-Gries). Naive implementation sufficiently fast.
Statistics: 10 submissions, 0 accepted
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## Solution (1/3)

(1) Idea: given the line on which the optimal segment lies, we get a relatively easy one-dimensional problem about intervals.
(2) So we just have to find a small candidate set of lines (= pairs of points) to try.
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Given set of axis-aligned rectangles, find max number of rectangles that can be intersected by a straight line segment of length $\ell$.

## Solution (3/3)

(1) Lemma: can assume that optimal solution
(1) passes through a corner of some rectangle, and
(2) either passes through another corner, or ends along the sides of two other rectangles (as in previous picture).
(2) So we can take as candidates all lines of these two types. First type is trivial to generate.
(3) For type 2 , need to find all lines of length $\ell$ through some point $P$, with one endpoint on line $L_{1}$ and another on line $L_{2}$
(9) Working out the math this becomes a degree 4 polynomial equation (can also solve it numerically with less math)

Statistics: 19 submissions, 0 accepted

## Random statistics

232 submitting teams
3149 total number of submissions (792 accepted)

6 programming languages used by teams
Ordered by popularity: Python $2 / 3$ (1400), Java (892), C++ (740), C\# (105), C (6), Haskell (6)
(Top 3 languages are in reverse order from the "usual" one! Python, Java and C\# increased in popularity, all other languages decreased.)

381 number of lines of code used in total by the shortest jury solutions to solve the entire problem set. (Much smaller than usual.)

## What next?
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Nov. 23-25 in Eindhoven (Netherlands)
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Each university sends up to two teams to NWERC to fight for spot in World Finals (April 2019 in Porto, Portugal)


